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A model of the intramolecular charge separation from the second singlet excited-state of directly linked
Zn-porphyrin-imide dyads and following charge recombination into the first singlet excited-state has been
constructed and investigated. The model incorporates three electronic states (the first and the second singlet
excited and charge separated states) as well as their vibrational sublevels. Dynamics of the transitions between
these states are described in the framework of the stochastic point-transition approach. The relaxation of the
intramolecular high frequency vibrational mode is supposed to occur as a single-quantum transition between
nearest states with a time constant depending on the number of the vibrational state. The medium relaxation
is characterized by two timescales. A good fitting to experimentally observed population dynamics of both
the first and the second singlet excited states has been obtained. The calculations show the charge recombination
into the first excited-state to proceed in a hot stage in parallel with the relaxation of both the medium and the
intramolecular high-frequency vibrational mode.

I. Introduction

Over a few past decades, there have been a large number of
investigations on the photoinduced charge transfer (CT) in
solutions. In the vast majority of cases the charge separation
(CS) from the first singlet excited state, S1, was explored. The
photoinduced processes starting with CS may be followed by
the charge recombination (CR) into the ground state, S0. The
dynamics of CS and CR are expected to be very sensitive to
the value of the CR free energy ∆GCR.1,2 This sensitivity can
be explained in terms of the wave packets. Evidently the CS
may be visualized as an appearance of a well-localized wave
packet in the vicinity of the crossing point of the terms US1 and
UCS (see Figure 1a). The created wave packet starts to move to
the bottom of the UCS well. This motion reflects the relaxation
of the nuclear subsystem. In the case of large CR driving force,
-∆GCR > Er, where Er is the total reorganization energy, the
CR proceeds in thermal regime upon completion of the
relaxation. As a result, CS and CR are well separated in time
and CR rate can be rather slow. In the opposite case of small
CR driving force, -∆GCR < Er, the CR can mainly proceed at
hot stage during wave packet motion to the well bottom (see
Figure 1b).1,3-8 In such a regime the CS and CR are not
separable due to their considerable overlapping in time. In
consequence of large energy gap between S1 and the ground
state S0, the CR to the ground-state usually proceeds in the
inverted region, -∆GCR > Er. There are only a few exceptions.
The donor-acceptor pair consisting of perylene and tetracya-
noethylene is the most known example.2,9,10 However, most
likely the CS in this pair leads to population of excited states
of the radical ions so that the CR can not be interpreted in the
framework of three level model presented in Figure 1, parts a
and b.9 It should be pointed out that considering here only
ultrafast CR, we may neglect the singlet-triplet conversion of

the radical-ion pairs and ensuing CR to the triplet excited-state
of either the donor or the acceptor.

A completely different type of situation occurs in CS from
the second excited-state due to relatively small energy gap
between the second and the first singlet excited states. In this
case the CR into the first excited-state proceeds in the Marcus
normal regime, and its free energy can even be positive. What
this means is the dynamics and mechanism of photochemical
processes started from the second excited-state are expected to
differ dramatically from that started from the first excited state.
Although, the elucidation of the fundamental mechanism of
ultrafast CS reaction from S2 state is very important for the
photochemistry of higher excited states in condensed phase,
there are very limited data on the dynamics of such reactions.
Namely, the higher excited states are indeed very difficult to
detect in the condensed phase because most of them are very
short-lived. As a result the internal conversion is the main
channel of their primary transformation. Nevertheless, there are
a few examples in which the dynamics of CS from the S2 state
and ensuing CR have been investigated with high time
resolution.11-15 What is especially important, both inter- and
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Figure 1. Schematic illustration of the difference in CS and CR for
highly (panel a) and weakly (panel b) exergonic CR using the free
energy curves of the ground, excited, and CS states.
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intramolecular CS from the second excited-state for the deriva-
tives of porphyrine, one of the most significant biological
molecules, can be explored.11,15

Detailed investigations of the CS from the second excited-
state and CR to the first excited-state in a series of supramo-
lecular systems where the Zn-porphyrine derivatives is directly
linked to an electron acceptor (a series of imide compounds)
were reported in refs 11-14. In what follows we use the
abbreviations for these supramolecular systems suggested in refs
11-14. The dynamics of CS and CR have the following most
important features. First, the rates of S2 fluorescence decay are
only slightly larger than the S1 fluorescence rise.14 These
experimental results strongly suggest that the CS from S2 state
is followed by the S1 state formation by CR in the curse of
both the media and intramolecular vibrational relaxation.14 The
hot CR manifests itself most profoundly in the supramolecular
systems with positive free energy of CR into the first excited
state (the S1 state locates above CS state). In such molecules
an ultrafast rise follows by its slower decay. Apparently, such
an ultrafast rise should be interpreted in terms of hot CR.
Second, the internal conversion S2 f S1 is rather slow so that
the product kCSτf, where kCS is the CS rate constant and τf is
the S2 fluorescence lifetime, is larger than 0.9 for all molecules
explored except for ZP-NI for which it is about 0.7.14 To put
it differently, almost all molecules excited to S2 undergo ultrafast
CS except for only a few percent of them undergoing internal
conversion. This fact allows to accept, as the first approximation,
a model ignoring totally the internal conversion S2 f S1.

The aim of this paper is an elucidation of a detailed
microscopic mechanism of ultrafast intramolecular CS from the
second excited state, S2, followed by ultrafast CR into the first
excited state, S1. The model involving fast relaxation of
intramolecular high frequency vibrations and explicit description
of the medium relaxation is shown to constitute a quantitative
description of CS and CR dynamics in series of Zn-porphyrin-
imide dyads.

II. The Model of Ultrafast Charge Transfer from Second
Excited State

The description of electronic transitions starting from the
second singlet excited-state should account for a possibility of
hot CR into the first singlet excited state. So that a minimal
model should include at least three electronic states: the first
and the second singlet excited states, |S1〉 , |S2〉 , correspondingly,
and charge separated state, |CS〉 . Energetically allowed transi-

tions to the excited triplet and the ground states, |S0〉 , can be
omitted due to their long time scale. Indeed, a few nanoseconds
are required for the ground-state population recovery, while the
CS from S2 excited-state and ensuing CR proceed within a few
picoseconds.

To describe real solvents with several relaxation timescales16-19

a number of reaction coordinates are required. These reaction
coordinates correspond to different relaxation modes reflecting
distinct types of motions of the solvent molecules. Dynamic
characteristics of the motion along the reaction coordinates can be
determined from the solvent relaxation function, X(t). In the
framework of the Markovian approximation for solvent modes,
the solvent relaxation function may be written as a sum of
exponentials

X(t))∑
i)1

N

xie
-t/τi (2.1)

where xi ) Eri/Erm, τi, and Eri are the weight, the relaxation time
constant, and the reorganization energy of the ith medium mode,
respectively, Erm ) ∑Eri, and N is the number of the solvent
modes. Equation 2.1 suggests that the solvent relaxation function
should appear to decay exponentially, and that means diffusional
motion along each solvent mode, while an initial part of
relaxation is not diffusive but rather inertial.16-19 A possibility
of approximation of the initial relaxation by exponential function
and how this approximation influences on the charge transfer
dynamics are discussed in ref 20.

The diabatic free energy surfaces for the electronic states in
terms of the coordinates Qi may be written as follows

US2 )∑ Qi
2

4Eri
(2.2)

UCS
(n) )∑ (Qi - 2Eri)

2

4Eri
+ npΩ+∆GCS (2.3)

US1
(m) )∑ Qi

2

4Eri
+ mpΩ+∆G12 (2.4)

where Ω and n,m (n,m ) 0, 1, 2,...) are the frequency and
quantum numbers of the effective intramolecular quantum mode,
correspondingly, ∆GCS is the CS free energy from the second
excited state S2, ∆G12 is the free energy gap between the first
and the second excited states.

The processes considered in this paper include the CS chiefly
proceeding in thermal regime and CR occurring at highly non-
equilibrium conditions. This leads to the problem of nonequilibrium
electronic transitions that has been already addressed from different
points of view.1,3,21-33 Since the charge transfer dynamics should
be simulated in the case of highly efficient hot recombination, the
perturbation theory in electronic coupling is not applicable. To get
an appropriate description, we use the stochastic point-transition
approach34 generalized to a multilevel system.6,20

The temporal evolution of the system is described by a set
of equations for the probability distribution functions for the
second excited state FS2(Q,t), for the mth sublevel of the first
excited state FS1

(m)(Q,t) and for the nth sublevel of the charge-
separated state FCS

(n)(Q,t)

Figure 2. Schematic representation of free energy curves for CS from
the second excited-state and following CR into the first singlet excited
state. The dashed lines are the vibrational sublevels of CS and S1

electronic states. The arrows stand for the directions of both the
electronic transitions and the medium relaxation. The transitions
between vibrational sublevels of the high-frequency mode involved in
the model are not shown.
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FCS
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FS1
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where Q stands for the vector with components Q1,Q2,..., QN,
L̂CS and L̂S are the Smoluchowski operators describing diffusion
on the UCS and on the US2 and US1 potentials

L̂S )∑
i)1

N
1
τi[1+Qi

∂

∂Qi
+ 〈Qi

2〉 ∂
2

∂Qi
2] (2.8)

L̂CS )∑
i)1

N
1
τi[1+ (Qi - 2Eri)

∂

∂Qi
+ 〈Qi

2〉 ∂
2

∂Qi
2] (2.9)

with 〈Qi
2〉 ) 2ErikBT being the dispersion of the equilibrium

distribution along the ith coordinate. Here kB is the Boltzmann
constant and T is the temperature.

The coupling parameters kn
CS ) kn

CS(Q) and knm
CR ) knm

CR(Q) are
the Zusman rates of charge transfer between US2 and UCS

(n) and
between UCS

(n) and US1
(m), respectively. In the case of a charge

separation reaction, the Zusman rates take the form

kn
CS )

2πVn
2

p
δ(US2 -UCS

(n)), Vn
2 )VCS

2Fn,

Fn )
(S(CS))n exp{-S(CS)}

n!
, S(CS) )

Erυ
(CS)

pΩ

For the charge transfer between CS and S1 states the Zusman
rates take another more common form

knm
CR )

2πVnm
2

p
δ(UCS

(n) -US1
(m)), Vnm

2 )VCR
2Fnm,

Fnm ) exp{-S(CR)}n ! m ! [ ∑
r)0

min(n,m)
(-1)n-r(√S(CR))n+m-2r

r ! (n- r) ! (m- r)! ],

S(CR) )
Erυ

(CR)

pΩ
,

where Fnm, S(CR), and ErV are the Franck-Condon, the
Huang-Rhys factors, and the reorganization energy of the
effective high-frequency vibrational mode, respectively.
The indexes (CS) and (CR) stand for the parameters relating to
the CS or CR processes, correspondingly.

We adopt here a single-quantum mechanism of high-
frequency mode relaxation and the transitions n f n - 1 to
proceed with the rate constant 1/τV(n). Naturally, the ground
vibrational state is stable. The dependence of the relaxation time
on n is supposed to be τV(n) ) τV(1)/n.35

It should be noted that eq 2.5 ignores completely the
reversibility of the reaction of CS from the second excited state,
S2. This approximation is suitable for the systems considered

because the CS proceeds in either nearly activationless or
inverted regimes where the reversibility has insignificant effect.7

We assume that the system initially in the ground-state with
a thermal distribution of the nuclear coordinates, is transferred
to the second excited state |S0〉 f |S2〉 by a short pump pulse.
Since the excitation does not include a considerable charge
redistribution, the equilibrium state of the polar medium
immediately after excitation may be accepted as a good
approximation. The excitation wavelength used in the experi-
ments is near to the red edge of the absorption band of the
transition |S0〉 f |S2〉 therefore the intramolecular high frequency
modes are supposed to be in their ground state. It allows one to
specify the initial conditions in the form

FS2(Q, t) 0))∏
i

1

√2π〈Qi
2〉

exp[- Qi
2

2〈Qi
2〉 ] (2.10)

FCS
(n)(Q, t) 0)) 0, FS1

(m)(Q, t) 0)) 0 (2.11)

The set of eqs 2.5-2.7 with the initial conditions eqs 2.10-2.11
was solved numerically using the Brownian simulation me-
thod.2,20,36

We pause here to schematically describe the physical
processes incorporating into the model. The excitation of the
system to the state S2 is visualized as an appearance of a wave
packet in the vicinity of the S2 term bottom (see Figure 2). Next
are the transitions occurring at the points of terms intersection
US2 ) UCS

(n) and populating the vibrational repetitions of the CS
state (thin dashed lines in Figure 2). Upon transition the system
being in nonequilibrium state participates in several relaxation
processes. First, there is the intramolecular vibrational relaxation
leading to vertical transitions between neighbor states, UCS

(n)

fUCS
(n-1). Second, there is the medium relaxation that manifests

itself in the motion of the wave packet to the bottom of the
term UCS

(n). During this motion, the wave packet passes the term
crossing points determining by the equation US1

(m) ) UCS
(n) that

results in hot transitions to the first excited state S1. It should
be noted that the intramolecular vibrational relaxation in S1 state,
U S1

(m)f US1
(m-1), also plays an important role since it can

pronouncedly increase the hot CR effectiveness.7 Naturally, the
final equilibrium populations of S1 and CS states are determined
by the energy gap between them. However, if the CS state is
placed below the S1 state, the hot CR can lead to considerably
larger population of the S1 state than that of equilibrium one.
As a result the S1 population is expected to rise at short time
scale and to decay at longer times.

III. Results of Simulations of CS and CR Dynamics in
Directly Linked Zn-Porphyrin-Imide Dyads

The CS dynamics curves for the ZP-I series are shown to
be satisfactorily approximated with a single-exponential
function.12-14 Moreover, it is possible to reproduce the CS rate
constants in solvents of different polarities with the well-known

TABLE 1: Parameters of CS and CR of ZP-I Series, in eV

∆GCS
a ∆GCR

a ∆GCS ∆GCR VCS ) VCR

ZP-NI -1.42 +0.74 -1.37 +0.69 0.023
ZP-PI -1.15 +0.47 -1.09 +0.41 0.030
ZP-Cl4PH -0.87 +0.19 -0.96 +0.28 0.035
ZP-Cl2PH -0.68 +0.00 -0.74 +0.06 0.033
ZP-ClPH -0.63 -0.05 -0.73 +0.05 0.032
ZP-PH -0.57 -0.11 -0.75 +0.07 0.026
ZP-MePH -0.56 -0.12 -0.77 +0.09 0.022

a The data are taken from ref 14.
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Ulstrup-Jortner equation37,38 using the common set of energetic
parameters.13 The Ulstrup-Jortner model and the model con-
sidered in this paper describing the same process have joint
parameters. Therefore the parameters obtained in ref 13 may
be taken as the starting point for the simulations. Nevertheless
we should emphasize that in these systems the CS timescales
are shorter than the solvent relaxation times. So, the dynamic
solvent effect34,39 can not be neglected. Since the Ulstrup-Jortner
model ignore totally this effect and the present model does not,
a difference in the parameters is expected.

All simulations of the CS and CR dynamics are performed
for tetrahydrofuran solution (THF) at room temperature, kBT )
0.025 eV. The dynamic parameters of THF are used those
reported in ref 40: x1 ) 0.443, x2 ) 0.557, τ1 ) 0.226 ps, and
τ2 ) 1.520 ps. The relaxation time of the intramolecular high
frequency vibrational mode is assumed to be τV ) 0.030 ps. To
compare the experimental and theoretical data we have to take
into account the instrumental response time. The fluorescence
intensity measured in the experiments, A(t), is determined as a
convolution of the population of a state with the instrumental
response function

A(t)) (πτe
2)-1/2∫-∞

t
P(t- τ) exp(-τ2/τe

2) dτ (3.1)

where τe ) 110 fs13 is the instrumental response time.
First the CS dynamics are fitted. Using the parameters:13 Erm

) 0.5 eV, ErV ) 0.4 eV, pΩ ) 0.17 eV, and the CS free energy
values14 listed in Table 1, we have been able to reproduce the
experimental CS rates with the electronic coupling values
noticeably larger than those obtained in ref 13. This reflects a
significant role of the dynamic solvent effect.

At the second stage the dynamics of both CS and CR are
fitted. The same values of the medium reorganization energy
for CR and CS are employed. The characteristics of intramo-
lecular vibrational quantum mode for CR are also assumed to

be equal to those of CS process. The values of CR free energy
are calculated with the equation

∆GCR )∆G12 -∆GCS (3.2)

The free energy gap between two excited states, ∆G12, can be
estimated from steady-state absorption spectra of ZP-I series (see
Supporting Information in ref 13). The spectra show that
the energies of both 0-0 transitions, S0 f S1 and S0 f S1, are
practically the same throughout the series. So that the unique value
for all molecules ∆G12 ) -0.68 eV is obtained. Then, only the
electronic couplings, VCS and VCR are the variable parameters.

With this set of parameters a satisfactory fitting to experi-
mental data on population dynamics of both excited states is
possible. However such a fitting has at least two troubles. First,
the value of VCR varies nearly over an order of magnitude
(0.01-0.08 eV), while the value of VCS varies in the range of
0.02-0.04 eV throughout the ZP-I series. Taking into account
the invariability of S1 and S2 absorption bands and small
variation of VCS in the series, it is difficult to expect such a
large variation of VCR. Indeed, the invariability of S1 and S2

absorption bands means that the porphyrin orbitals remains
nearly constant. The value of VCS depends on the overlap
between the porphyrin orbitals and quencher orbitals and small
variation of VCS may be interpreted as a small variation of the
quencher orbitals. In such a case a small variation of VCR has
to be expected. Second, for molecules with -∆GCS < -∆G12

a fast increase of the S1 population is followed by a slower
rise, whereas the experiment shows a slow decay of the S1

population at this stage. There are at least two possibilities to
avoid these troubles: either to admit a large variation of both
the medium and intramolecular reorganization energies or to
allow a relatively small variation of the CS free energy
throughout the series. The first possibility should be excluded
due to the similarity of the molecules of the series.

Figure 3. Population dynamics of S2 (left panel) and S1 (right panel) states. The data are plotted with light gray lines (experimental results)14 and
black lines (simulation results). The values of ∆GCS and Vel are listed in Table 1. The values of other parameters being identical for CS and CR are:
Erm ) 0.5 eV, ErV ) 0.4 eV, pΩ ) 0.17 eV, τV ) 0.03 ps, τe ) 0.110 ps.
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Thus, we assume ∆GCS to be variable and we set VCS ) VCR

as the first approximation to reduce the number of variable
parameters. The results of simulations are presented in Figure
3 and the parameters obtained in fitting are listed in Table 1.
One may see that the fitting is in a rather good agreement with
experimental data and there is no necessity to vary VCS and VCR

independently. In the dyes ZP-NI, ZP-PI, and ZP-Cl4PH a
fast rise of S1 population is followed by rather fast decay. This
decay essentially proceeds as the thermal electronic transition
and its high rate is conditioned by the proximity of the transitions
to the barrierless region. The S1 populations of the dyes ZP-Cl2

PH, ZP-ClPH, ZP-PH, and ZP-MePH also decay but much
slower due to a higher activation barrier between S1 and CS
states. The timescales of these decays are a few tens of ps.

Now we would like to discuss the values of ∆GCS and ∆GCR

(see Table 1) needed for proper description of CR dynamics. For
the dyes ZP-NI, ZP-PI, ZP-Cl4PH, and ZP-Cl2PH, the differ-
ence between ∆GCS values obtained in the fitting and those found
in ref 14 does not exceed 10% and is within the error of the
estimation. For dyes ZP-ClPH, ZP-PH, and ZP-MePH there is
a fundamental difference, namely, we obtain a positive sign of
∆GCR instead of a negative one. The sign of ∆GCR is a factor
controlling the dynamics of S1 population at moderate times. If a
part of the dyes had negative values of ∆GCR, the initial rise of the
S1 population conditioned by hot transitions during vibrational
relaxation of CS state would be followed by a further rise of S1

state population due to thermal CR. However the experimental
results show rather a decay of the S1 population in 1 - 3 ps window
with the rate constants varying from 1 to 0.01 ps -1. It evidences
strongly in favor of ∆GCS and ∆GCR values obtained in the fitting.

IV. Concluding Remarks

In the present study, we have examined the mechanism of CS
from the second excited state. A distinguishing feature of this
process is effective hot recombination to the first excited state. This
implies that CS and CR are not separable and the time scale of the
S1 state population rise is predetermined by the time scale of S2

population decay. This regularity was deduced from the experi-
mental data in refs 11 and 14 and is quantitatively reproduced in
the framework of the model elaborated here. The dynamics of S1

state occupation depend not only on the S2 decay rate but on the
medium and intramolecular vibration relaxation timescales too.
Moreover, there is a dependence on the distribution of the sink
effectivenesses at the S2 free energy surface. The distribution, in
its turn, is determined by the Franck-Condon factors and intramo-
lecular vibration redistribution time scale. As a result, a quantitative
description of dynamics of the CR into the first excited-state
requires a solution of full dynamical many-level problem.

Despite the fact that a good fitting to experimental data has been
obtained, there are some weaknesses in the model. One of them is
the intramolecular reorganization description in terms of single
vibrational high-frequency mode. In actuality in an electronic
transition there are several active vibrational modes. For example,
the resonance Raman spectra of donor-acceptor complexes
show that about ten vibrational modes associate with charge transfer
transition.20,41,42 In this case the role of the reorganization of the
intramolecular high-frequency vibrational modes in hot CR pro-
nouncedly increases. This is conditioned by a huge number of
relatively weak sinks on the CS state free energy surface. Despite
the sinks weakness, the total probability of hot CR approaches unity
due to their vast number.20 If real frequencies and the Franck-
Condon factors of vibrational modes are used instead of the
characteristics of the single effective mode, the time scale of CR
would change insignificantly but maximum S1 population could

rise considerably. To put it differently, the fitting to normalized S1

population is expected to be weakly sensitive to the number of
active vibrational modes that justifies the application of the
simplified single mode model in this case. However, if the absolute
values of S1 population were known, the real frequencies and the
Franck-Condon factors of vibrational modes would be required
for proper fitting.
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